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Asymptotic Minimization of L, Distance in Nonparametric Regression Function

Estimation

Kim, Chul-so0*

Summary

The method of bandwidth Choice minimizing the normalized integrated absolute error is considered

for the fixed design regression model with higher order kernel function.The results are derived using
a modification of the result of Myoungshic Jhun(1988) .

1. Introduction

Nonparametric regression and curve fitting
method for the estimation of regression
functions are useful when the dynamics
underlying a measured time course are of
interested, There are several curve-fitting
methods available for the nonparametric
estimation of a regression function, Kernel
estimators in nonparametric regression for the
fixed disign case were introduced by Priestly
and Chao(1972). We consider a modified ver-
sion proposed by Gasser and Miiller (1979) .

Myoungshic Jhun(1988) proposed a L,
badwidth selection method in kernel regression
for the stocastic design case. In this article,
we consider the fixed design regression and
apply the results of Myoungshic Jhun(1988) to

the fixed design case with high order kernel,
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2. Asymptotic properties of
regression function estimate

Consider the fixed design regression model
(1) Y, =m(x;)+€ i=1,2 -, n,

where the known x; for 0=x,=x, = <x =1
and the unknown regression function me C(0,1)
is to be estimated, The errors (ei) are assumed
to be independently and identically distributed
with EC€,)=0,E(€d)=0? (oo

Given x€ (0,1), a kernel estimate of m(x) by
Gasser and Miiller (1979) is defined by

I n . -
(2 mn(x)=; _zl fiio kY duy;
i= h
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where h is the bandwidth now depending on n,
K is a kernel function satisfying some regularity
conditions and s, =s_ =1,s; =x_i:x¢'i=lf
L n—l

Basic requriements for kernel estimate (2) to

be consistent are
h“‘O,ﬂh"‘m
as n—co and

Kx)dx=1.

We say that a kernel K is of order p if
K (x)idx=0 for all 1i<p
but
JK (x)xPdx#0.

For further study, we need the following
assumptions :

Al. K is of order p

A2. K has compact support (-1,1]

A3, m is p times continuously
differentiable,

For fixed p, under the assumptions Al-A3, we
obtain for bias and variance of the estimate
(1), assuming h—{ and nh—oo:

-1)P

)
3 Em (x)-m(x)= hP(m®’ B (K)+

p!

]
0(1)) +0 (=)
n

0.2
4 Var (my (1)) ===(v(K) +0(1))
n

where B(K)=xPK({x)dx and v(K)={§K*(x)dx.
By (3) and (4), the MSE optimal bandwidth

-84-

i .
sequence is seen to be h~n'%+ , and this
20
yields the rate of convergence MSE~n e+t

LEMMA 1., For fixed h and x, under the
assumptions Al-A3,

my G = ) =52 ke GOBK) +W,

+0(hP)

where Wn is asymptotically normal with mean
zero and variance

2
;th (K) as n—oo provided nh—oo as n—co

PROOF: Note that

m_ (x)-m (x) =Em N (x)-m(x) + m, (x) -Em,_ (x)

=Bias+m x) -Em (x)

Using (4) and central limit theorem,m (x)-Em_(x)

is asymptotically normal with mean zero and
. o2
variance --v K) .

Thus we otain the result,

LEMMA 2. For fixed c)0 and x€R, let

p b
Z (x.c)=n Zp+1 (m,_ (x,cn 2Pty m@x)).

Then, under the assumptions Al-A3, Z (x,c)

weakly converges to a normal random variable
with mean

6y pK,x,c)=

- P
¢ 2) Pm ) (x )B(K)

and variance
2

(6) SZ(K,x,c)=gc—v(K)

Proor: From Lemma 1, the asymptotic

normality of Zn(x,c) follows,



v s HAYS FAAY F2H LALY H4H 3

3. Minimization of IAE

Consider integrated absolute error loss

Q) IAE (h) ={im_(x,h)-m (x} {dx

as a criterion for the selection of the band-

width h,

LEMMA 3. Let Z be a standard normal ran-

dom variable and y be a real number,

Define ¢ (y)=E|Z-y|.
Then ¢ (y)=¢(-y).

Proor: Note that ¢ (y) ={__|z-yi#(y)dz. Then
pM=020W-y+t26 (W)= 2U-P(-y))-1Iy+2
#(y) =(2P(-v)-1)(-y) +2¢ (-y) = E|Z+y| where
@ is the standard normal distribution function
and ¢‘standard normal density function,

1
With h=cn”Zp+1 , where c)0, let

2 1
Jnc) =n"ZpeT fiim (x,cn 7357 )-m(x) ldx

and
T,©=EQ,())

LEMMA 4. Under the assumptions Al-A3,

. H(x,c)
Lim Tn(c>=f&s(x.c)¢{m}dx
PROOF : Let Z be a standard normal random
variable, Then by Lemma 2, Z_ (x,c) converges
in distribution to a random variable
H(x,c) }

s(x,c)

s(x,c) {Z+

and

l‘(x,CJ}

s(x,c)

nl_i’rgo E(Zn(x,c))=s(x,c)¢ {
as n—o for a.e, Hence by bounded
convergence theorem, we have the above
result,

We will find the otimal ¢ which minimizes
limit of the normalized IAE

. 1
n11_1.1;0nzl""j"Irrln(li.t'.‘n'z;a—ﬂ)‘TIl(X)|dX.
THEOREM. Let H(c) =lim __, T (c). Then
H(c) attains its minimum at a unique point c*
for the kernel of order p where p is even

positive integer,

"Proor: Note that

,H(c):j'&s(x,c)gb{fg:'z;}dx

where ¢ and s* are given as in (5), ().
Since H(c)-~o as c—0 and is continuous in

¢, it is sufficient to show that
d HiC) =
T (c) =0 only once,

Now,

d 1. &
qHO=Caxet oot fig
+dsp' &) L Erax=c¥scc)

(-1)°P
where kp= T and

er=av a0t f1g Erax+ (o por, et
B(K) [§ 9 Em® Cx)ax.
But,

87 I=p(p 456, cP 4B g ome®r (x)

-85-
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(p+4)2k2c?P

2017 cBy (p)
dx+—WK2)—-B(K) IR (Sm P (x)dx

3°(c)>0, so §
(c) is an increasing function of ¢ for each x€&
(0,1). Also §(c) converges to §(0)<0 as c—0

For even positive integer p,

and §(c)—o as c—o,

Thus there exists exactly one value c such
that § (c)=0.

Therfore there exists only one c* such that
Hic)=0
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